CSCI424/CSCI924 - Assignment 3 - Deep Neural Networks

Christopher Tom Kochovski — Ian Comor
Joel Kocherry — Muhammad Asjad

Introduction

Deep Neural Networks (DNNs) are architectures of multiple layers of perceptrons, designed to solve complex learning problems. However, DNNs face challenges in terms of training and generalisation. Traditional DNNs with large numbers of interconnections can overfit, and require different training techniques to improve generalization. Pretraining of connection weights and new flavours of neural networks aim to overcome these issues. Convolutional Neural Networks, in particular, are designed to process images by minimizing trainable weights and providing strong generalization abilities. These networks show good promise in complex learning tasks in multiple domains.

Deep Neural Networks

A Deep Neural Network (DNN) is defined by Hinton et al. (2012, p. 84) as “a feedforward artificial neural network that contains more than one hidden layer of hidden units”. DNN’s have a number of processing layers that can be used to learn representations of data with multiple tiers of abstraction. The different tiers are obtained by producing non-linear modules that are used to transform the representation at one tier into a representation at a more abstract tier (LeCun et al. 2015). By using these tiers, features of the data used for classification is enhanced while irrelevant features are suppressed. Deep convolutional nets and recurrent nets are varieties of DNNs, and algorithms using them have brought about breakthroughs in processing text, images, video, speech and audio (LeCun et al. 2015).

Initial Unpopularity of Deep Neural Network

A major drawback at the inception of DNNs in the 1990s was the limited computational power of computers (Hinton 2012). Furthermore, DNNs require a considerable number of training patterns to arrive at good solutions, which were hampered by the limited size of early labeled data sets (Hinton 2012). These issues led to the initial unpopularity of DNNs.
At this time, there were other competing models such as the Hidden Markov Model and the Support Vector Machine. Even though DNNs achieved similar or slightly better results (depending on the task) than the above models, they were much more difficult to train. Random initialization did not yield good results and one had to be an expert and have sufficient domain knowledge in order to handcraft feature extractors (LeCun et al. 2015). Furthermore, they lack the ability to train using unlabeled data, which is problematic as a lot of the real world data available to us is unlabeled.

**Drawbacks of DNN**

For learning networks that had more than a few hidden layers, back-propagation alone did not work well in practice due to problems encountered such as the vanishing gradient and curse of dimensionality (Bengio 2009; Glorot and Bengio 2010). The curse of dimensionality is the exponential increase in the number of possible combinations of input values as the number of input neurons increase. Without exponentially larger datasets to keep up, most of the possible combinations are zero, and the network faces training with sparse data (Bengio & Bengio 2000). The learning time does not scale well with an increase in the total number of hidden layers. Other problems using backpropogation include overfitting the test set and the problem of local minima.

**Overfitting**

DNNs with many parameters are very powerful but are prone to overfitting. Overfitting generally occurs when the model is very complex and has too many input parameters compared to the outputs or observations, or a sparse data set (Chapados & Bengio 2001). The model cannot generalise for new patterns because the trainable parameters adapt to the training set. One of the proposed solutions for overfitting is called ‘dropout’ and was suggested by Srivastava et al. (2014). The key idea of this technique is to randomly drop out units along with their connections, which prevents units from becoming excessively dependent.

**Vanishing Gradient**

It was shown by Hochreiter et al. (2001) that algorithms relying on the calculation of a complete gradient tend to fade and eventually vanish while performing backpropogation. The gradients are calculated using the derivatives of the error function. From the chain rule
of derivatives, the gradient becomes smaller in the lower layers and eventually becomes too small to make significant weight adjustments. One of the proposed solutions is a novel gradient-based method called the Long Short-Term Memory by Sepp Hochreiter and Jürgen Schmidhuber that is capable of remembering error values for longer durations (Hochreiter et al. 2001).

**Local Minima**

When the parameters were randomly initialized for gradient-based optimization methods such as the stochastic gradient descent, the DNN had a high possibility of ending up in a local minima. The network can lead to a poor local minimum if the parameters are not initialized sensibly, and this is a more common as the depth of the network increases (Arel et al. 2010). Local minima are suboptimal solutions in the error space. In a deep network with many hidden layers, there are significant numbers of local minima. Unless the weights are already in the local area of the global minimum at the start of training, the result will likely fall into a suboptimal local minima (Arel et al. 2010).

**Growing popularity of DNNs**

Despite initial unpopularity due to poor performance and small datasets, DNNs eventually came to wider use. There was an exponential growth of unlabeled datasets in the late 2000s. There was a need to use more unsupervised approaches, which was facilitated by Hinton et al. (2006) when Deep Belief Networks (DBNs) were created. This was the first major breakthrough for DNNs. The key idea was to use ‘pre-training’ in order to learn features rather than having to handcraft them. This improvement made training DNNs much easier as features were learnt automatically. The next major event was the advent of fast Graphic Processing Units that made it possible for networks to be trained more than ten times faster (LeCun et al. 2015). A lot of the models created using DNNs started outperforming the other existing models. Another breakthrough was the use of convolution networks for the classification of the ImageNet database. With this rise in popularity it lead to DNNs being adopted in various domains such as computer vision and image processing, encouraging more researchers to explore DNNs and deep learning.
Popular Training Approaches of DNNs

Deep Belief Networks

Deep Belief Networks (DBNs) is a stack of Restricted Boltzmann Machines (RBMs) and feature detectors (Hinton et al. 2006). Training involves following a greedy, layer-wise, unsupervised approach where each RBM receives pattern representations from the level below and learns to encode them in an unsupervised fashion (Hinton et al. 2006). Conceptually these layers act as feature detectors and the network learns higher-level features (which represent more ‘abstract’ concepts found in the input) from the lower layers (which represent ‘low-level features’) (Arel et al. 2010; Bengio et al. 2007). High-level abstract concepts are learned by building on simpler concepts that are learned by earlier layers at the beginning of the network (Bengio et al. 2007). The training of DBNs is a two step process in which there is a pre-training phase and a fine-tuning phase. In pre-training the network is trained layer-by-layer greedily in an unsupervised fashion. When the network learns single layers, gradient ascent is used to get the optimum weight vector. Weights are updated using contrastive divergence and Gibbs-sampling.

In the RBM layer a vector is inputted to the visible units which are connected to the hidden layer. While going in the opposite direction the original input is reconstructed stochastically by finding the higher-order data correlations observed at the visible units. This process of going back and forth is repeated several times and is known as Gibbs sampling. Using this layer-wise training strategy helps in better initialization of the weights, thus solving the difficult optimization problem of deep networks.

Furthermore following the greedy layer wise approach, can provide good generalization because it initializes upper layers with better representations of relevant high level abstractions. After the pre-training step, the weights between every adjacent layers hold the values that represent the information present in the input data. But in order to get improved discriminative performance, the network is often fine-tuned according to supervised training criterion. This can be done by using gradient descent which uses the weightings learned in the previous pre-training phase. Overall it is observed that the learning algorithm proposed by Hinton et al. (2007) has time complexity linear to the size and depth of the network, which allows us to train deep networks at a much faster rate compared to the old approaches.
Stacked Autoassociators

A stacked autoassociator is a flavour of DNN in which a stack of RBMs are each fed inputs from the previous machine (Bengio 2009). The RBM stack can each be trained separately, and provide the advantage of a white-box approach where the outputs of each layer is visible (Bengio 2009). Autoassociator stacks have been used to pre-train deep feed-forward neural networks in an unsupervised fashion before backpropagation fine-tuning (Bengio et al. 2007; Vincent et al. 2008). Architecturally, the autoassociator has the same number of nodes in the input layer as the output layer. The autoassociator is trained to reconstruct the given inputs by compression and reconstruction in a compact form (Bengio, 2009). The aim is to minimize the error between the input and the compressed output (Hinton et al. 2006). The output from each layer is passed to the next in an unsupervised manner. The final output is the input to a supervised classifier. The supervised criterion is used to fine-tune all parameters of the deep net to achieve optimum performance (Bengio et al. 2007).

Deep Neural Networks and Images

Deep Neural Networks focus on the need to process and classify complex, high-dimensional data, requiring the use of a large number of neurons in numerous layers. In these networks, each layer is fully connected to its adjacent layers (Larochelle et al. 2009). For images with even a modest number of pixels, DNNs do not scale well, and the full interconnectedness make DNNs computationally- and memory-intensive (Larochelle et al. 2009). This is because of the intractable numbers of connection weights to be trained (Freeman & Skapura 1992). To process images of practical size while being computationally feasible, an alternative technique must be considered. Convolutional Neural Networks (CNNs) are a flavour of DNNs, structured with a reduced number of trainable weights. This results in a reduction in computing time and storage space, and a feasible solution to training with images of practical size (LeCun et al. 1998).
Convolutional Neural Networks

Definition

A Convolutional Neural Network (CNN) is a trainable deep neural network that is comprised of numerous stages and has a fully-connected neural network at the end for classification; each stage features a number of convolution and pooling/subsampling layers (LeCun, Kavukcuoglu & Farabet 2010). The input and output of each stage is defined as a feature set, comprised of feature maps. Each stage consists of a convolution layer (filter bank layer) and a feature pooling/subsampling layer. Each successive stage progressively learns higher-level features, thereby being able to identify complex scenes or objects in an image by detecting the simpler components of which it is made (Huang & LeCun 2006). CNNs are therefore able to avoid the need for computationally-intensive feature extraction pre-processing, and can itself extract these features implicitly (LeCun et al. 1990). Features are extracted using the idea of convolution image kernels (filters) from image processing (Farabet et al. 2013). This also reduces the number of connections as the kernel weights are shared by all neurons in a feature. In contrast to any substantial preprocessing, CNNs are able to process the entirety of the procedure, from raw initial image to output classification (Sermanet, Chintala & LeCun 2012).

CNN Operations and Process Overview

An image is first fed into the CNN. A set of convolution kernels are chosen that can extract a set of particular image features. Each kernel is convolved over the input image to produce a feature map in the first layer (one feature map for each kernel). The set of feature maps are called the feature set. Each feature map is a set of neurons within the hidden layer that share common weights, which are represented as kernels. Using sets of shared (but non-overlapping) weight groups means the stages appear fully-connected, but have fewer trainable weights, thereby reducing computational complexity and storage space (LeCun et al. 1990).

Following every convolution layer is a pooling and subsampling layer, where each feature map is pooled to introduce minor translational invariances, and subsampled to reduce the number of connections (LeCun et al. 1998). The minor translational invariance is gained because when features are translated within the pooling region, the output of
the pool is often unchanged compared to before the translation. After the stages have been completed the output is fed to a linear classifier to determine exactly what the image/object is (LeCun et al. 1998). Supervised training is performed using a gradient descent method to update the kernels accordingly, where the gradients are calculated through backpropagation (LeCun, Kavukcuoglu & Farabet 2010). However, supervised training requires a large number of labelled samples which in certain situations can be difficult to obtain. In contrast, an unsupervised training method only needs a very small labelled set, and can even be improved with pre-training and global refinement. Global refinement is where random parameters are chosen and the network itself is then trained using a gradient descent method to accomplish the same classification and recognition (LeCun, Kavukcuoglu & Farabet 2010; Jarrett et al. 2009).

**Convolution Layer**

Broadly, convolution is the dot product operation of a convolution kernel over a part of a dataset. In the context of images, the kernel is a small image that contains a desired visual feature to find. The output of the convolution operation is a feature map, and since the same feature is searched for over the entire image, the feature map is translation invariant (LeCun, Kavukcuoglu & Farabet 2010). The convolution operation is repeated by all kernels in the layer over the image, producing a feature set. The computation of the convolutional layer with \( n \) input feature maps and \( m \) kernels is:

\[
Y = \sum_{i}^{n} \sum_{j}^{m} +B_j + X_i \ast K_j
\]

where \( Y \) is the output feature set, \( X_i \) is the \( i \)th input feature map, \( B_j \) is the trainable bias parameter for the \( j \)th kernel, \( K_j \) is the \( j \)th kernel, and \( \ast \) is the convolution operation (LeCun, Kavukcuoglu & Farabet 2010). While LeCun, Kavukcuoglu and Farabet (2010) consider the non-linearity operation as a different layer to convolution, it has at other times been included in the convolution layer (LeCun et al. 1998; Huang & LeCun 2006). LeCun, Kavukcuoglu and Farabet (2010) dictate any nonlinear function may be used and most commonly the tanh function or sigmoid function is used. However more recently Krizhevsky, Sutskever and Hinton (2012) discuss Rectified Linear Units (ReLU) which have been identified as a significantly more efficient use of a nonlinear function, \( f(x) = \max(0, x) \) in regard to training time and accuracy with gradient descent. ReLU reached 25% training
error rate in 86% less epochs because, when used, the function does not plateau like the sigmoid or tanh functions. Both these functions contain plateaus where the gradient is near-zero and descent does not occur. An optional operation may also be applied known as normalization (LeCun, Kavukcuoglu & Farabet 2010) which provides competition between relatively close features in a feature map, and features that are the same spatially.

**Pooling/Subsampling Layer**

Each convolution layer is followed by a pooling/subsampling layer. The layer takes each feature map from the convolution layer and subsamples them to smaller sizes by pooling pixel neighbourhoods (LeCun, Kavukcuoglu & Farabet 2010). Pooling techniques may include Max Pooling where the strongest feature from the feature map in a given window is chosen (LeCun, Kavukcuoglu & Farabet 2010), Average Pooling where the average features from the feature map in a given window are chosen (LeCun, Kavukcuoglu & Farabet 2010; Jarrett et al. 2009), or L2 Pooling where the strongest features get given the heaviest weights and the weakest features the softest weights (Sermanet, Chintala & LeCun 2012). The result is a set of feature maps of reduced size, which leads to reduced computational complexity and increased tolerance to minor translational invariances (Tompson et al. 2015). All pooling windows in a feature map are non-overlapping, and their union is the entire feature map. The output is a subsampled feature map that becomes the input to the next convolution layer, or the vector input to the linear classifier if it is the final stage (LeCun et al. 1998). The most popular technique is max pooling (Jarrett et al. 2009).

**Convolutional Neural Network Advantages**

DNNs generally do not scale well, and the larger numbers of connections make DNNs computationally intensive (Larochelle et al. 2009). CNNs, due to their architecture of sharing weights, scale far better and are therefore less computationally intensive (LeCun et al. 1990). More weights do not generally lead to better results, and the more abundant weights in a DNN leads to overfitting the training set (Larochelle et al. 2009). This means the DNN cannot generalise for spatial translations or rotations, and require deliberate transformations of input images to assist in generalisation (Larochelle et al. 2009). The ability to generalise while demanding minimal computational cost makes CNNs a powerful tool for highly accurate object recognition and classification in the real world.
Real World Applications of CNNs

The work of Sermanet, Chintala & LeCun (2012) showed specifically that CNNs can classify house numbers from photographs. Another application is detecting and understanding traffic signs, which has applications in autonomous vehicles. By using a modified CNNs Sermanet & LeCun (2011) presented a method of traffic sign recognition which lead to a higher accuracy percentage for both RGB and Grayscale images. By utilizing a sophisticated nonlinear function and changing where the output is fed from the each stage (instead of feeding the feature maps between each layer in a stage, the feature maps are also sent to the linear classifier) Sermanet & LeCun (2011) managed to obtain this higher accuracy. In 2014 the team GoogleLeNet placed first in both classification and detection in the ImageNet large-scale visual recognition challenge (ILSVRC) (Szegedy 2014), using a modified CNN. The results of the CNN bettered the previous year’s best result. Applications of GoogleLeNet has already started: Google has modified the neural network and revamped the way that they determine what a suitable thumbnail for YouTube videos are based on the uploaded video’s frame (Yang & Tsai 2015). By using this new method, surveyed users had a 65% preference in these new thumbnails over the older thumbnails which were chosen via the old method (Yang & Tsai 2015).

Conclusion

Originally, DNNs suffered from the limitations because of the traditional backpropagation method. Better learning alternatives including pretraining allow for better generalization of the data. Deep Belief Networks provided the breakthrough in improved training of DNNs. Deep Belief Networks use stacks of feature detectors to learn the complex relationships from detecting abstract components, and are an improvement to the DNN. CNNs can process images of practical size that cannot be done feasibly with a traditional DNN. CNNs rely on prior knowledge of the simple parts that make up objects or scenes, and are designed with this knowledge to find the salient features in the image. CNNs have a less-connected network than DNNs, allowing them to better generalise features and remain tolerant to spatial transformations. This makes them a better alternative to two-dimensional data such as images. As such, CNNs produce state-of-the-art results in object and scene recognition in international competitions and benchmarks, and therefore have a place for real world applications.
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